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Matrices

Definition |

A rectangular arrangement of numbers in rows
and columns, is called a Matrix. This arrangement
is enclosed by small () or big [ ] brackets. A
matrix is represented by capital letters A, B, C etc.
and its element are by small letters a, b, c, X, y etc.

Order of a Matrix

A matrix which has m rows and n columns is
called a matrix of order m x n.

A matrix A of order m x n is usually written in the
following manner-

a;; dp a3 a5 .Ayqp
Ay Ay Ay dyj Ay
Ao | e e or
djp Qa3 ajj  Qjy
_aml a'm2 a'mE’» a'mj " amn_
i=1 2,.... m
A = [ajj]mxn Where
1=1 yereeed n

Here a; denotes the element of i row and jt
column.

Types of Matrices

3.1

3.2

3.3

Row matrix :

If in a Matrix, there is only one row, then it is
called a Row Matrix.

Thus A = [aj]]m « nis a row matrix if m = 1.
Column Matrix :

If in a Matrix, there is only one column, then it is
called a Column Matrix.

Thus A = []mxn is @ Column Matrix if n = 1.
Square Matrix :

If number of rows and number of column in a
Matrix are equal, then it is called a Square Matrix.

Thus A = [aj]]m « n is @ Square Matrix if m =n

Note :

3.4

3.5

3.6

(@) If m = n then Matrix is called a Rectangular
Matrix.

(b) The elements of a Square Matrix A for which
i =ji.e. ay, azx, ass, .... an are called diagonal
elements and the line joining these elements
is called the principal diagonal or of leading
diagonal of Matrix A.

(c) Trance of a Matrix : The sum of diagonal
elements of a square matrix . A is called the
trance of Matrix A which is denoted by tr A.

n
tl’ A = Zaii = all +a22 +...a.nn
i=1
Singleton Matrix :

If in a Matrix there is only one element then it is
called Singleton Matrix. Thus

A = [aj]mxn is a Singleton Matrix if m=n=1.
Null or Zero Matrix :

If in a Matrix all the elements are zero then it is
called a zero Matrix and it is generally denoted by O.

Thus A = [a;]m« n is @ zero matrix if a;; = 0 for all i
and j.

Diagonal Matrix :

If all elements except the principal diagonal in a
Square Matrix are zero, it is called a Diagonal
Matrix. Thus a Square Matrix

A = [a;] is a Diagonal Matrix if a; = 0, when i #

Note :

3.7

(@) No element of Principal Diagonal in diagonal
Matrix is zero.

(b) Number of zero in a diagonal matrix is given
by n2 —n where n is a order of the Matrix.

Scalar Matrix :

If all the elements of the diagonal of a diagonal
matrix are equal , it is called a scalar matrix. Thus
a Square Matrix A = [a;] is a Scalar Matrix is
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0 i#]j

aj = {k _ij_ where Kk is a constant.
i=]j

3.8 Unit Matrix :

If all elements of principal diagonal in a Diagonal
Matrix are 1, then it is called Unit Matrix. A unit
Matrix of order n is denoted by I,.

Thus a square Matrix

A = [a;] is a unit Matrix if

1 i=j
ajj = .
0 i=#]
Note :
Every unit Matrix is a Scalar Matrix.

3.9 Triangular Matrix :

A Square Matrix [a;] is said to be triangular
matrix if each element above or below the
principal diagonal is zero it is of two types-

(a) Upper Triangular Matrix : A Square Matrix
[ay] is called the upper triangular Matrix, if
a;=0wheni>j.

(b) Lower Triangular Matrix : A Square Matrix
[a;j] is called the lower Triangular Matrix, if

a;=0wheni<j
Note :
Minimum number of zero in a triangular matrix is

n(n-1)

given by Twhere n is order of Matrix.

3.10 Equal Matrix :

Two Matrix A and B are said to be equal Matrix if
they are of same order and their corresponding
elements are equal.

3.11 Singular Matrix :

Matrix A is said to be singular matrix if its
determinant |A| = 0, otherwise non- singular
matrix i.e.

If det|A|=0 = Singular

and det | A | = 0 = non-singular

Addition and Subtraction of Matrices

If A [a]m « n @and [bi]m x n are two matrices of the
same order then their sum A + B is a matrix
whose each element is the sum of corresponding
element.

ie. A+ B = [aj+ bijlnxn
Similarly their subtraction A — B is defined as
A —B = [aj— bjlmxn
Note :

Matrix addition and subtraction can be possible
only when Matrices are of same order.

4.1 Properties of Matrices addition :
If A, B and C are Matrices of same order, then-
(i) A+ B =B + A (Commutative Law)
(if) (A+ B) + C= A + (B + C) ( Associative Law)

(i) A+O=0+A=A, where Oiszero matrix
which is additive identity of the matrix.

(ivVA+(-A)=0=(-A) + A where (-A) is
obtained by changing the sign of every
element of A which is additive  inverse of
the Matrix
A+B=A+C

) = B = C (Cancellation Law)
B+A=C+A

(vi)tr(A+xB)=tr (A)xtr (B)

Scalar Multiplication of Matrices |

Let A = [a;]m x n be @ matrix and k be a number
then the matrix which is obtained by multiplying
every element of A by k is called scalar
multiplication of A by k and it is denoted by

KA thus if A = [aj]]m «n then
kA = Ak = [kaij]m xn
5.1 Properties of Scalar Multiplication :

If A, B are Matrices of the same order and A,
are any two scalars then -

(i) MA+B)=2AA+1AB
@iy A+ W A=LA+PA
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(iil) A(HA) = (Ap) A = p(AA)
(iv) (:AA) =- (AA) = A= A)
(v) tr (kA) =k tr (A)

ﬂ Multiplication of Matrices

If A and B be any two matrices, then their product
AB will be defined only when number of column
in A is equal to the number of rows in B. If
A = [ajj]m x n and B = [bjj], x p then their product
AB = C = [cj], will be matrix of order m x p,
where

(AB)ij = Cij = Zairb”—
r=1

6.1 Properties of Matrix Multiplication :

If A, B and C are three matrices such that their
product is defined , then

(i) AB=BA (Generally not commutative)
(ii) (AB) C = A (BC) (Associative Law)
(i) IA=A=Al

I is identity matrix for matrix multiplication
(ivyA(B+C)=AB +AC (Distributive Law)
(v) fAB=AC =% B=C

(Cancellation Law is not applicable)

(vi) If AB = 0. It does not mean that A=0or B =0,
again product of two non- zero matrix may be
zero matrix.

(vii) tr (AB) =tr (BA)
Note :

(i) The multiplication of two diagonal matrices is
again a diagonal matrix.

(if) The multiplication of two triangular matrices
is again a triangular matrix.

(iii) The multiplication of two scalar matrices is
also a scalar matrix.

(iv) If A and B are two matrices of the same
order, then

() (A+B)2=A2+B2+AB+BA

(b) (A—B)2=A2+B2_AB-BA

() (A-B)(A+B)=A?_B2+AB-BA
(d) (A+B)(A-B)=A2-B2-AB +BA
(e) A(-B)=(-A)B=-(AB)

6.2 Positive Integral powers of a Matrix :

The positive integral powers of a matrix A are
defined only when A is a square matrix. Also then

A2=AA A=AAA=A’A

Also for any positive integers m,n

(|) Am An — Am+n
(”) (Am)n = Amn = (An)m
(i) In=1,Im=

(iv) A° = I, where A is a square matrices of order n.

Transpose of a Matrix

The matrix obtained from a given matrix A by
changing its rows into columns or columns into
rows is called transpose of Matrix A and is
denoted by AT or A".

From the definition it is obvious that

If order of A is m x n, then order of AT isn x m.
7.1 Properties of Transpose :

@) A=A

(i) (A+B)T=AT£BT

(iii) (AB)T = BT AT

(iv) (KA)T = k(A)T

V) (AAA; ... Ay AT

= ATALTLASTATAT
(vi)yIm=1
(vii) tr (A) = tr (A7)

E Symmetric & Skew-Symmetric Matrix

(a) Symmetric Matrix A square matrix
A = [a;] is called symmetric matrix if a; = aj;
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Note :

(i) Every unit matrix and square zero matrix are
symmetric matrices.

(if) Maximum number of different element in a

. . .. n(h+1
symmetric matrix is Q

(b) Skew - Symmetric Matrix : A square matrix
A = [a;] is called

skew - symmetric matrix if
aj;=—ajforalli,j
or AT=-A
Note :

(i) All Principal diagonal elements of a skew -
symmetric matrix are always zero because for
any diagonal element —

aij =—ai;= ;=0
(if) Trace of a skew symmetric matrix is always 0

8.1 Properties of Symmetric and skew- symmetric
matrices :

(i) If A is a square matrix, then A + AT, AAT,
ATA are symmetric matrices while A — AT is
Skew-Symmetric Matrices.

(if) If A is a Symmetric Matrix, then -A , KA,
AT, A", Al BTAB are also symmetric
matrices where n e N, K e R and B is a
square matrix of order that of A.

(iii) If A is a skew symmetric matrix, then-
(@) A% is a symmetric matrix forn e N
(b) A2 is a skew-symmetric matrices forn e N

(c) kKA is also skew-symmetric matrix where
keR.

(d) BT AB is also skew-symmetric matrix where
B is a square matrix of order that of A

(iv) If A, B are two symmetric matrices, then-

(@ A = B, AB + BA are also symmetric
matrices.

(b) AB — BA is a skew - symmetric matrix.

(c) AB is a symmetric matrix when AB = BA.

(v) If A, B are two skew-symmetric matrices,
then-

(@ A + B, AB — BA are skew-symmetric
matrices.

(b) AB + BA is a symmetric matrix.

(vi) If A is a skew - symmetric matrix and C is a
column matrix, then CT AC is a zero matrix.

(vii) Every square matrix A can uniquelly be
expressed as sum of a symmetric and skew
symmetric matrix i.e.

A= B(A+AT)} + {%(A—AT)}

n Determinant of a Matrix |

a5 8 A3
If A=|a, a, a, | beasquare matrix, then

dz 83 Az
its determinant, denoted by |A| or Det (A) is
defined as

a;3 81 a3
IAl=]a a8z a
d3; 83 dg3
9.1 Properties of the Determinant of a matrix :

(i) |A|exists < A is a square matrix

(i) |AB| =|A[|B]

(i) JAT = |A|

(iv) |kA| = k" |A|, if A is a square matrix of order n.

(v) If A and B are square matrices of same order
then |AB| = |BA|

(vi) If A is a skew symmetric matrix of odd order
then |A|=0

(vii)If A = diag (a,a....... a, ) then |A| = a;a; ...,

(viii) JA] = JA", n € N.

Adjoint of a Matrix |
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If every element of a square matrix A be replaced AW 1nverse of a Matrix |
by its cofactor in |A|, then the transpose of the
matrix so obtained is called the adjoint of matrix If A and B are two matrices such that
A and it is denoted by adj A AB = | = BA
Thus it A = [a}‘i] be a square matrix and FU be the then B is called the inverse of A and it is denoted
cofactor of a;; in |A|, then by A, thus
Adj A =[F'T A1=B e AB=1=BA
fay a4y, | To find inverse matrix of a given matrix A we use
a1 8 -8 following formula
Henceif A=| ... ... ... , then .
Al adjA
........ —| Al
_anl an2 '“ann_

Thus A exists < |A| =0

-7
I:11 FlZ I:1n Note :
For Foo P . o A e
AdjA=| .. (i) Matrix A is called invertible if At exists.
e (i) Inverse of a matrix is unique.
o Foz - Fin 11.1 Properties of Inverse Matrix :

10.1 Properties of adjoint matrix : Let A and B are two invertible matrices of the

If A, B are square matrices of order n and I, is same order, then

corresponding unit matrix, then i (ADYLT=(AYT

(i) A(adjA)=IAll,=(adj A) A (i) (ABy1=B1 A1
(Thus A (adj A) is always a scalar matrix) (i) (A 1= (AHk ke N

(ii) [adj Al = |AP (iv) adj (A™) = (adj A)*

(iii) adj (adj A) = |A"2 A v) A)Lt=A

(iv) ladj (adj A)] = | A" (vi) |A7] = ﬁ =|A[H

(V) adj (A7) = (adj A)T

(vi) adj (AB) = (adj B) (adj A)
(vii) adj (A™) = (adj A)", m € N
(viii) adj (KA) = kn* (adj A), k € R
(ix) adj (In) = I

(vii) If A =diag (a;,ay,....,a,), then
Al =diag (a; %, aL,.....,an )

(viii) A is symmetric matrix = A is symmetric
matrix.

(ix) A is triangular matrix and |A| #0 = Alis a

(x) adj0o=0 triangular matrix.

(xi) A is symmetric = adj A is also symmetric (x) A isscalar matrix = A is scalar matrix.
(xii) A'is diagonal = adj A is also diagonal (xi) A is diagonal matrix = A is diagonal matrix.
(xiii) A is triangular = adj A is also triangular (xii) AB = AC = B = C, iff |A| = 0.

(xiv) A'is singular = |adj A| =0
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