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Matrices

INTRODUCTION: _ g™ Solved Examples

Any rectangular arrangement of numbers (real or

Ex.1 Construct a 3 x 2 matrix whose elements are given
complex) (or of real valued or complex valued

1. 4.
expressions) is called a matrix. This arrangement is by =5 |1-3j .
enclosed by small () or big [ ] brackets. A matrix is
represented by capital letters A, B, C etc. and its o a1 Ar
element are by small letters a, b, ¢, X, y etc. Sol. In generala 3 x 2 matrix is givenby A= az az |.
d31 Az
A= 3 4 B = a bec 1
eg' 5 6 ’ d e f aijzE|i_3j|’i=17273andj=172
ORDER OF A MATRIX ‘ Therefore a;, = %| 1-3x1|=1
A matrix which has m rows and n columns is
. 1 5
called a matrix of order m x n. a12=5|1—3><2|=§
A matrix A of order m X n is usually written in 1 1
i =—|2-3x1|=2
the fo}lowmg manner- ] H17 5 2
aqq g aq3 ayj an 1
ayy a3 a3 ay; as, 275 [2-3x2]|=2
......................... 1
A= ajy ajp aj3 au ain or a31_ E |3_3 ) 1 |_0
......................... 1 3
| @m @mz  @mz 8y 8 3= E| 3-3x2]= 2
i=1 2...... m - -
A= [a‘J] m X n where 1 2. n 1 g
" ith :th 1
Here a; denotes the element of i row and ] Hence the required matrix is given hy A= 5 2
column. 0 3
_ 2
eg. order of matrix F ! 51 is 2 x 3. } l
6 2 -7
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TYPES OF MATRICES Note :
ROW MATRIX : [ (@) If m % n then Matrix is called a Rectangular
Matrix.

A matrix having only one row is called as row matrix
(or row vector).General form of row matrix is (b) The elements of a Square Matrix A for which i =
A=Tla, a1, a3, . ay,] j1.e. ayq, @y, 833, ....Q
This is amatrix of order "1 x n" (or arow matrix of
ordern)

are called diagonal

elements and the line joining these elements is
_ called the principal diagonal or of leading diagonal
COLUMN MATRIX : _gf of Matrix A.

A matrix having only one column is called as column (c) Trance of a Matrix : The sum of diagonal

matrix (or column vector). elements of a square matrix . A is called the trance
aq of Matrix A which is denoted by tr A.
A21 :
Column matrix is in the formA= | tr A = zaii =a; T aypt..a,
i—1
Am1

This is a matrix of order "m x 1" (ora column matrix

| 4
of order m) DIAGONALMATRIX : _gf

- A square matrix [aij]n is said to be a diagonal matrix
SINGLETON MATRIX : g

If in a Matrix there is only one element then it is

called Singleton Matrix.
Thus Note :

if 2;=0 fori#j. (i.e., all the elements of the square

matrix other than diagonal elements are zero)

(a) Diagonal matrix of order n is denoted as Diag
(@), ayyy weeen).

(b)Number of zero in a diagonal matrix is given

A= [aij]mxn is a Singleton Matrix if m=n=1.
eg. [2], [3], [a], [-3] are Singleton Matrices.

P
LN WL LR b ‘ by n? — n where n is a order of the Matrix.

A= [aij]an is called a zero matrix, i’faij =0Vi&]j. a0 0
0 0O ~l0 b o .
) 0 00O § e.g.:(1 =diag (a,b,c
e.g.:(1) {0 0 0} @0 00 £ ()_0 0 ¢ g )
_Looo a0 00
SQUARE MATRIX : ‘ 0bo0oO
A matrix in which number of rows & columns are (i) 0 0 0 0 |=diag(a,b,0,c)
equal is called a square matrix. The general form of L0 0 0c
a square matrix is >
SCALARMATRIX: _gf
a, Gy e a,
R S — a,, Scalar matrix is a diagonal matrix in which all the
[ diagonal elements are same. A= [aij]n is a scalar
L Ay matrix, if (1) a; = 0 for i+ jand (i1) a; = k fori=j.

which we denote as A= [a;],.

a 0o

This is a matrix of order "n x n" (or a square matrix a o
e.o. " (1) (ll) 0 a0
of order n) 8- 0 a 00 a




Matrices

UNIT MATRIX (IDENTITY MATRIX):"

Unit matrix is a diagonal matrix in which all the
diagonal elements are unity. Unit matrix of order 'n'
is denoted by I (or I).

i.e.A=[aij]nis aunitmatrixwhenaij=0fori:&j&
a; =1
10 100
eg,lzz{ }’13 =10 10
0 1 0 0 1
|

TRIANGULAR MATRIX : ‘

A Square Matrix [aij] is said to be triangular matrix
if each element above or below the principal
diagonal is zero it is of two types-

UPPER TRIANGULARMATRIX: _ g™
A=[a], . is said to be upper triangular, if a;=0
fori>] (i.e., all the elements below the diagonal
elements are zero).

(1)

b
e.g.: (1) X
0

o O o
o X T
< N Q
o O o
N < O

c
y
u

LOWER TRIANGULAR MATRIX : ‘V
A=[a]yn is said to be a lower triangular matrix,
ifa; =0 for i<j. (i.e., all the elements above the
diagonal elements are zero.)

a 00 a 0o0@ O
eg. ()| ® © O T
xy z 0

Note :

Minimum number of zero in a triangular matrix is

n(n-1)

given by where n is order of Matrix.

—

COMPARABLE MATRICES : ‘

Two matrices A & B are said to be comparable,
if they have the same order (i.e., number of rows of
A & B are same and also the number of columns).

. 2 3 4 3 4 2
e.g.:(1) A= 3 _1 2 &B= 01 3

are comparable

3 0
- 2 3 4 4 1
e.g.: (1) C= 3 1 92 &D= ) 3

are not comparable

|

EQUALITY OF MATRICES: _ggf

Two matrices A and B are said to be equal if they
are comparable and all the corresponding elements

are equal.
Let A=[a;],, ., & B= [bij]qu
A =B iff (i)m=p,n=q

(i) a;=b; Vi&j.
|

SINGULAR MATRIX : ‘

Matrix A is said to be singular matrix if its
determinant |A| = 0, otherwise non- singular matrix
ie.

If det|A|=0 = Singular

and det | A| #0 = non- singular

Solved Examples
sind  1/~2 /72 sind
Ex.2: LetA= —1/\/5 cosO | & B=|cosB cosH |,
cosf tan® cosf -1

Find O so that A= B.

Sol. By definition A & B are equal if they have the same
order and all the corresponding elements are equal.

) 1 1
Thuswehavesin0= ——=,cosf=— — &tan0=-1
2 V2
:>e=(2n+1)n—§.
X+3 z+4 2y-7 0 6 3y-2
Ex.3If -6 a-1 0 _| -6 -3 2c+2 ’
b-3 -21 0 2b+4 -21 0

then find the values of a, b, ¢, x, yand z.

Sol. As the given matrices are equal, therefore, their
corresponding elements must be equal. Comparing
the corresponding elements, we get
x+3=0 z+4=6 2y—-7=3y-2
a—1=-3 0=2c+2 b-3=2b+4
—»>a=-2,b=-7,c=—-1,x=-3,y=-5,2=2
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OPERATIONS ON MATRICES

| 4

v

Let A be a scalar (real or complex number) &

MULTIPLICATION OF MATRIX
BY SCALAR:

A= (a0 be a matrix. Thus the product LA is
defined as AA = [bij] where bij = kaij Vi&j.

mXn
2 -1 3 5
eg.:A=10 2 1 -3 | & -3A=(3)
0O 0 -1 -2
-6 3 -9 -15
A= 0 -6 -3 9
0O 0 3 6

Properties of Scalar Multiplication :

If A, B are Matrices of the same order and A, p

are any two scalars then -

i AA+B)=1AA+AB

i (A+tp)A=AA+pA

(i) A(nA)= (A pA)=pAA)
) (-AA) =—(AA) =AM-A)
(v) tr(kA) =k tr (A)

Note : If Ais a scalar matrix, then A=Al where A is a
diagonal entry of A

—

]

Let A and B be two matrices of same order
(i.e. comparable matrices). Then A+ B is defined to be.

ADDITION OF MATRICES :

A+B = [au]mxn + [bij]mxn'
=[cij]anwherecij=aij+bijVi&j.
1 -1 -1 2
eg:A=23 , B=| 2 _3,
1 0 5 7
0 1
A+B=|00
6 7

SUBSTRACTION OF MATRICES: _ggf
Let A & B be two matrices of same order. Then
A—Bisdefinedas A+ (—B)where—Bis(—1)B.

—

PROPERTIES OFADDITION ‘
If A, B and C are Matrices of same order, then-
i) A+ B=B+ A ( Commutative Law)
@ii) (A+B)+C=A+ (B + C) (Associative Law)
(iii) A+ O=0+ A=A, where O is zero matrix
which is additive identity of the matrix.
ivVVA+(-A)=0=(A)+ A where (-A) is
obtained by changing the sign of every element of
A which is additive inverse of the Matrix

) A+B=A+C
B+A=C+A
vi)tr(A+B)=tr (A)+tr (B)

} = B = C (Cancellation Law)

Solved Examples
Ex4 If X and Y two matrices are such that
X_Y= {3 2} and X +Y =" 2| thenY
-10 3 4
matrices is-
2 0 -1 -2
(A) L 2} (B) {3 4}
-1 -2
©) {2 9 } (D) None of these
) 3 2
Sol. Giventhat X - Y = {_1 0} (D)
1 -2
and X +Y = {3 4 } ..(2)

Subtracting (2) from (1)

3 2 1 -2
_2Y=L1 0}_{3 4}
oy - 3-1 B
(_)Y_L-s 0-4 |
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13 =1 =2 E7IfX—F a} 43X {2 3}_{1 3}
Ex5 If A = |3 2 and B = |0 5| and O ~lo 1| @M “lo 2|7 |o 1
25 . 3 1 ‘ then a is equal to -
A + B — D = 0 (zero matrix) , then D matrix (A) 1 (B) 2 (€) 0 (D) - 2
will be- 3 3a
oo Sol. 3X = { }
0 2 0 2 0 0 3
(A) |3 7 (B) |3 7 _[3-2 3a-3] [1 3a-3
6 5 5 6 =LHS. =15 0 32|70 1
0 1 0 -2 Now by equality of two matrices, we have
(C) |3 7 (D) |-3 -7 3a-3=3= a=2 Ans.[B]
5 6] -5 -6 8 0 2 -2
ab Ex8IFA=|% ~2|andB=| 4 2|,
Sol.Let D = |c d 3 6 -5 1
e f then find the matrix X, such that 2A +3X=5B
1 3 1 -2 a b Sol. We have 2A +3X = 5B.
~A+B-D=|3 2[+|0 5| [cd — 3X=5B_2A —X=1 (5B-2A)
2 5 3 1 e f 3

1-1-a 3-2-b 00 s i 2_22 _02
—[3+0-c 2+5-d| = [0 0 = X=3

2+3-e 5+1-f 0 0 -5 1 3 6
0 10 -10] [-16 0

=>-a=0=a=0,1-b

b1 ~ - i =% 20 10 [+| -8 4
=>b=13-¢c=0=>c¢c=3, 7-d=0 _o5 5 6 12
=d=7,5-¢e=0=>e¢=5,6-1=0 10-16 —-10+0 1 -6 =10
= f=6 —X=120-8 10+4 =3 12 4
0 1 -25-6 5-12 -13 -7
- D=137 5 -10
5 6 3
Ans.[C] 4 18
- 3
-31 -7
1 0 a 1 B 2 1 3 3
Ex61If |5 4|+ |4 pl=|2 22| s,
then value of a, b are - Ex9IfA=|2 k 5} is a singular matrix, then k
AL, -2 B)-1,2 : 42 1
is equal to-
©-1-2 (D) L, 2
Sol. B A)-1 (B)S8 (C€) 4 (D) -8
oL Hete Sol. A is singular = |A| = 0
{1+a 0+1} {2 1} 1 -3 2
3-1 —4+b| |2 -2
— |2 k 5=
= l+a=2and -4 +b=-2 4 2 1
=a=1b=2 = 1(k — 10) + 3(2 - 20) + 2(4 —4k) =0
Ans.[D] =7k+56=0= k=-8 Ans.[D]
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MULTIPLICATION OF MATRICES :‘V Note :
(i) The multiplication of two diagonal matrices

Let A and B be two matrices such that the number
of columns of A is same as number of rows of B.
Le, A= [aij] & B= [bij]p <o

(if)
mXxp
(iif)

p
where c; = Zaikbkj ,which is
k=1

Then AB = [cij]

mXxn

(v)

the dot product of i row vector of A and j column
vector of B.

011 1
123 oo 10
23 1|°B7 ;

1120

(349 1
AB=|4 3 7 5

Notes :

e.g. :A={

The product AB is defined iff the number of columns
of A is equal to the number of rows of B.
A is called as premultiplier & B is called as post
multiplier. AB is defined =% BA is defined.

is again a diagonal matrix.

The multiplication of two triangular matrices is
again a triangular matrix.

The multiplication of two scalar matrices is
also a scalar matrix.

If A and B are two matrices of the same
order, then

(@ (A+B)2=A%2+ B2+ AB+ BA

(b) (A-B)2=A%2+B2_-AB - BA

(c) (A-B)(A+B)=A2-B2+AB - BA
(d) (A+B) (A-B)=A2-B2_-AB + BA
() A(-B)=(-A)B=-(AB)

Positive Integral powers of a Matrix :

The positive integral powers of a matrix A are
defined only when A is a square matrix. Also then
A’2=AA AS=AAA=A%A

Also for any positive integers m,n

(i AMAnN = A mtn

(11) (Am)n = AN — (An)m

) M=LM=1

(iv) A° =1 where A is a square matrices of

PROPERTIES OF MATRIX d order n.
MULTIPLICATION : ‘
, . MATRIX POLYNOMIAL : ol
If A, B and C are three matrices such that their 1 ) 0
i If f(x) =apx" +ax" +ax"“+..... +a x
product is defined , then then we define a matrix polynomial
() AB zBA (Generally not commutative) f(A) = apA™ + a ;A" + a,) A2 + . +al

(i) (AB) C=A (BC) (Associative Law)
(i) A=A =AI
Iis identity matrix for matrix multiplication
(iv) A(B+ C)=AB + AC (Distributive Law)
(v) If AB =AC =+ B=C
(Cancellation Law is not applicable)

(vi) If AB =0 It does not mean that A=0 or B =
0, again product of two non- zero matrix

may be zero matrix.

(vii) tr ( AB) = tr (BA)

DEFINITIONS :
(A) Idempotent Matrix :

where A is the given square matrix. If f(A) is the
null matrix then A is called the zero or root of the
matrix polynomial f(x).

Note that (A)? is not defined if A is a null matrix.

-
A square matrix is idempotent provide AZ =A.

For an idempotent matrix
AJA"=AVn2=22,neN=A"=An2>2.

2 -2 -4
For example if A= 13 4 thenA? =A
1 -2 3

i.e. A is idempotent.
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B. Nilpotent Matrix:

A square matrix is said to be nilpotent matrix of

index p, (p € N), if AP =0, AP 1 2 0ie. ifp
is the least positive integer for which AP = O,
then A is said to be nilpotent of index p.

1 1 3

ee ()A=|> 2 6| Note that A3 = 0 but
2 -1 3

A? # 0 = index of nil potency = 3

.o ab b2 . . .
(1) A= —a’ —ab| 182 nilpotent matrix 2.

a —a’||la
(i) A= 1 —all1
(C) Periodic Matrix :

A square matrix which satisfies the relation AK"
I'= A, for some positive integer K then A is
periodic with period K i.e. if K is the least positive
integer for which AK™1 =A then A is said to be
periodic with period K. If K =1 then A is called
idempotent.

_a nilpoptent

2 -3 -5

145 | has the period 1.
1 -3 —4

e.g. the matrix

Note:
(1)Period of a square null matrix is not defined.
(2)Period of an idempotent matrix is 1.

(D) Involutory Matrix :

If A% = 1, the matrix is said to be an involutary
matrix. An involutary matrix is its own inverse.

e.g.Az[(l) (I)H(l) (1)}2[(1) ﬂ

Solved Examples

2 3 1
Ex10If [1 x 2] (0 4 2||{1]| =0,
0 3 2
1S -

then the value of x
A)-1 B)O

©) 1 (D) 2

Sol. The LHS of the equation

X

—[2 4x+ 9 2x+5] |1
-1

=2x+4x+9-2x—5]=4x + 4
Thus 4x +4=0 = x=-1
Ans.[A]

1 2 X_5
Ex.11 If 2 1] |y|7|a then -

A)x=2,y=1 B)x=1,y=2

OC)x=3,y=2 D)yx=2,y=3
Sol. The given matrix equation can be written as
{x+2y}_ {5}
2x+y 4
=x+2y=5and 2x +y=4
=>x=1y=2
Ans.|B]
-1 2
Ex.12 I[fA = {3 _4} then element a,, of A2 is-
(A) 22 (B)-15
(©)-10 (D) 7

Sol. The element a,, is product of second row of

A to the first column of A

- 8y = [3-4] {ﬂ =-3-12=-15
Ans.|B]

—

TRANSPOSE OF AMATRIX : g |

Let A=[a;];, « ,- Then the transpose of A is denoted
by A’(or AT) and is defined as

A= [bij]nmeherebij =ay; Vi&j.

i.e. A’ is obtained by rewriting all the rows of A as
columns (or by rewriting all the columns of A as

TOWS).
1 a x
1 2 3 4 2 by
eg A= 2 b ¢ d ,A'=|13 ¢ z
Xy zWw 4 d w
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Properties of Transpose :
0 (A7) =A
@ (A +B)T=AT 1BT
(i) (AB)T = BT AT
(iv) (kA)T = kA)T
V) (AAA; ... A ADT
= ATA T ATATAT
o) T =1
(vii) tr (A) = tr (AT)

SYMMETRIC & SKEW-SYMMETRIC |'

MATRIX :

A square matrix A is said to be symmetric if A=A
Le.LetA= (3], Ais symmetric iffaij =a; Vv 1&].
A square matrix A is said to be skew-symmetric if
A'=-A

i.e.Let A=[a;],. Ais skew-symmetric iffa; =—ay
Vi&]j.

a hg
eg. A=|h b fisasymmetric matrix.
g f c

o X y
B=|-X 0 Z]isaskew-symmetric matrix.
-y -z 0

Properties of Symmetric and skew-
symmetric matrices :

(i) IfA isasquare matrix, then A + AT AAT,
ATA are symmetric matrices while A— AT is
Skew- Symmetric Matrices.

(i) If A is a Symmetric Matrix, then —A ,
KA, AT, A", A, BTAB are also symmetric
matrices where ne N, K <R and B is a square
matrix of order that of A.

(iii) If A is a skew symmetric matrix, then-

(a) A2" is a symmetric matrix forne N

(b) A2 is a skew - symmetric matrices forn e N.
(c) kA is also skew - symmetric matrix where k eR.

(d) BT AB is also skew — symmetric matrix where
B is a square matrix of order that of A

(iv) If A, B are two symmetric matrices, then-
(a) A +B, AB + BA are also symmetric
matrices.

(b) AB — BA is a skew - symmetric matrix.
(¢c) AB is a symmetric matrix when
AB = BA.

(v) IfA,B are two skew - symmetric matrices,
then-

(a) A +B, AB — BA are skew- symmetric
matrices.

(b) AB + BA is a symmetric matrix.

(vi) If A is a skew - symmetric matrix and C is
a column matrix, then CT AC is a zero matrix.
(vii) Every square matrix A can uniquelly be
expressed as sum of a symmetric and skew
symmetric matrix i.e.

A= B(A+AT)}+ B(A—AT)}

|
ORTHOGONAL MATRIX
A square Matrix A is called orthogonal if
AAT=T=ATA ie. ifATT=AT
100
eg. A=|0 1 0] isa orthogonal matrix because
00 1
here A1 = AT
Solved Examples
—2]
Ex.I3IfA= ;‘ , B =13 — 6], verify that (AB)' =
B'A" '
-2
Sol. We have A = ;‘ ,B=[1 3 —6]
2 -2 -6 12
Then AB=| 4|[13 -6]=| % 12 -2
5 5 15 -30

1
Now A'=[-2 4 5],B'=| °
6

1 -2 4 5
-6 12 -24 -30
Clearly (AB)=B'A’
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2 -2 -4 2 -2 -4
Ex.14 Express the matrix B= |~ T3 4lasthesum =|-1 3 4=
1 -2 -3 1 -2 -3
of asymmetric and a skew symmetric matrix. Thus, B is reresented as the sum of a symmetric and
2 -1 1 a skew symmetric matrix.
_|—-2 3 -2
Sol. Here B'= 4 4 -3 Ex.15 Show that BAB' is symmetric or skew-symmetric
4 _3 _3 according as A is symmetric or skew-symmetric
Letp= 1 (B+B)- 11-3 6 2 (where B is any square matrix whose order is same
2 2/_3 2 -6 as that of A).
I 5 _g _%_ Sol. Case - I  Ais symmetric = A'=A
3 4y (BAB') =(B')’A’'B'=BAB’
- % 1 3 = BAB' is symmetric.
L 2 . Case - I Aisskew-symmetric =>A"'=—A
5 —73 —73 (BAB')=(B'YA'B'=B(-A) B’
-3 4 =—(BAB')=BAB' is skew-symmetric
Now P'=| 2 =P
=3 1 -3 —
|2 | ADJOINT OF A MATRIX g |
Thus P = % (B+ B') is a symmetric matrix. If every element of a square matrix A be replaced

by its cofactor in |A|, then the transpose of the

0 -1 -5 . . . . . .
1 111 0o 6 matrix so obtained is called the adjoint of matrix
Also,Let Q=75 (B-B)=7 5 6 0 A and it is denoted by adj A
‘0 1 _5] Thus if A= [aij] be a square matrix and F be the
) 2 2 cofactor of a; in |A|, then
-~ 0 3 : T
-2 Adj. A = [F]
5
2 -3 0
- - a1 Ap aqy
I 0 15 ] ayy Ay ---82n
2 3 Hence lfA — | e ceed desssaee , thel’l
1 sess sssssass
NOW Q': _E 0 _3 =_Q an1 an2 ""ann
S T
-5 3 0 Fiy Fip ...Fi
- - F21 F22 ....F2n
1 . . . 1 = seas assaasas
Thus Q = E(B—B‘) is a skew symmetric matrix. Adj. A e e
~ _ I:n1 Fn2 an
| 2 -3 -3] 0 -1 =5 2 =
2 2 2 2 eg. ifA=| 5 , | then
-3 1
2 3 1 ~— 0 3 .
NowP+Q=| 2 + % di A 4 3] _ 4 1
‘73 1 -3 |2 -3 0 ac) 1 2 3 2
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Properties of adjoint matrix :

If A, B are square matrices of ordern and I is

corresponding unit matrix, then
) A(adj. A)=|A[1, = (adj A) A
(Thus A (adj A) is always a scalar matrix)
() [adj Al = |AP!
(i) adj (adj A) = |AP2 A
(V) ladj ( adj A)| = A"
V) adj (AT) = (adj A)T
i) adj (AB) = (adj B) (adj A)
(vii) adj (A™) = (adj A)™, m e N
(viii)adj (kA) = k™! (adj. A), k ¢ R
(ix) adj (1) = I,
x) adj0=0
(xi) A is symmetric = adj A is also symmetric
(xi1) Ais diagonal = adj A is also diagonal
(xiii) A is triangular = adj A is also triangular

(xiv) A is singular = [adj A| =0

Solved Examples
135
Ex.16 IfA= |3 5 1|, then adj. A is equal to -
5 1 3
14 -4 -22 -14 4 22
(A)| 4 22 14| B)| 4 22 -14
22 14 -4 22 14 4
14 4 22
(C) | 4 -22 14| (D) None of these
22 ~14 -4
14 -4 221
Sol.adj. A= | 4 -22 14
22 14 -4
14 -4 -22
- |4 -22 14
22 14 -4
Ans.[A]

Ex.17 Fora 3 x 3 skew-symmetric matrix A, show that

adj A is a symmetric matrix.
0 a b c®> -bc ca
Sol.A=|-a 0 c|cofA=|-bc b*> -ab
b -¢c 0 ca -ab a?
[c2 _bc ca
adjA=(cofA) = |-bc b* -ab

ca -ab a°

which is symmetric.
10 3]
Ex.18IfA=|2 1 1|, then|adj (adj A) | is equal-
00 2
(A) 8 (B) 16 ©) 2 (D)0
10 3
Sol. |[A|=1(2 1 1|=2
0 0 2
- ladj (adj.A) | = |A|(”—1)2 = |A|22
[--Heren=3] =2%=16  Ans.[B]
ELEMENTARY ROW TRANS- d
FORMATION OF MATRIX : ‘

The following operations on a matrix are called as
elementary row transformations.

(a) Interchanging two rows.

(b)Multiplications of all the elements of row by a
nonzero scalar.

(c) Addition of constant multiple of a row to another
TOW.

Note :

Similar to above we have elementary column
transformations also.

Remarks : Two matrices A & B are said to be
equivalent if one is obtained from other using
elementary transformations. We write A~ B.

IfAis a square matrix of order m, and if these exists
another square matrix of B of the same order m,
such that AB =BA=1. then B is called the inverse
matrix of A and it is denoted by A~!. In that case A is
said to be invertible.




Matrices

Note :

1.

A rectangular matrix does not possess inverse matrix,
since for products BA and AB to be defined and to
be equal, it is neccessary that matrices A and B
should be square matrices of the same order .

If B is the inverse of A, then A is also the inverse of
B.

INVERSE OF AMATRIX

@

—

]

If A and B are two matrices such that

AB =1=BA

then B is called the inverse of A and it is denoted
by A~!, thus

A'=B o AB=1=BA

FINDING INVERSE USING ELEMENTRY
OPERATIONS

USING ROW TRANSFORMATIONS :

If A is a matrix such that A~! exists, then to find A~!
using elementary row operations,

Step I : Write A=1A and

Step II : Apply a sequence of row operation on A=
IA till we get, [=BA.

The matrix B will be inverse of A.

Note : In order to apply a sequence of elementary
row operations on the matrix equation X =AB, we
will apply these row operatdions simultaneously on
X and on the first matrix A of the product AB on
RHS.

(II) USING COLUMN RANSFORMATIONS:

If A is a matrix such that A~! exists, then to find A~!
using elementary column operations,

Step I : Write A=Al and

Step I1 : Apply a sequence of column operations
on A=Al till we get, [=AB.

The matrix B will be inverse of A.

Note : In order to apply a sequence of elementary
column operations on the matrix equation X =AB,
we will apply these row operatdions simultaneously
on X and on the second matrix B of the product AB
on RHS.

Method to find A-1 using elementary operations
whenAis a2 ?2 matrix

Step1  Makeall =1 either by operating

then first operate R1 R2 and then (ifneed be).
Step II
Step Il Make a22 = 1 by the operation .
Step IV Make al2 =0 by the operation .

Make a21 = o by the operation .

Solved Examples

Ex.19 Using elementary transformation. Find the inverse

of the following matrices .

Sol. A — 45
3 4

45_1 OA
ThenA=IA3 41710 1

1 _
operate R _>ZR1 =

Form Ry — Ry —-3R;
AN/

1 0 4 -5
FromR2 —»4R, = 0 1 = A

FromR| —Rj - ¥, Ry

-1 4 -5
Hence A =[ }

-3 4
01 2
Ex.20 Obtain the inverse of the matrix A = 123
31 1
using elementary operations.
01 2 100
Sol. Write A=1IA, i.e., || 2 3[=[0 1 0/
311 0O 0 1
1 2 3 010
01 2 100 .
or = A (applying R, & R
31 11 1o o 1 (applying R, 2)




Matrices

1 2 3] [0 1 0
or |01 2|1 0 0]y
0 -5 -8 [0 -3 1
(applying R, —R;—-3R,)
1 0 -1] [-2 1 0
or |01 2|1 0 0],
0 -5 -8 |0 -3 1

(applyingR;, - R, -2R,)

10 -1 (-2 1 0
or |01 2[_[1 0 0|,
00 2| |5 -3 1

(applying R, — R, +5R,)
-2 1 0
10 -1
1 0 O
or |01 2]= A
00 1 |5 -3 1
2 2 2

1]
100 2 2 2
or |01 2/ (1 0 0],
001 |5 31
2 2 2
(ApplyingR; >R, +R;)
11 1]
100 2 2 2
—4 3 -1
or |01 0= A
001 |5 -3 1
2 2 2]
(ApplyingR, - R, —-2R;)
111
2 2 2
R
Hence Al = 5 3 1
2 2 2]

II.

INVERSE USING DETERMINANT OF A

MATRIX

To find inverse matrix of a given matrix A we use
. 1 adj A

following formula A~ = 1Al

Thus A~! exists < |A| 20

Note :
() Matrix A is called invertible if A~! exists.

(i) Inverse of a matrix is unique.

Properties of Inverse Matrix :

Let A and B are two invertible matrices of the
same order, then
@) (AT T=@ht
(ii) (AB) ' =B 1 A"l
(i) (A= (AT k N
(iv) adj (A1) = (adj A)™!
™ AhHT1=A
(i) 1A = T = 1AL
(vii) If A = diag (a;,a,,....,a,), then
Al = diag (alfl, azfl, ..... ,an*1 )
(viii) A is symmetric matrix = A~!is symmetric
matrix.
(ix) A is triangular matrix and |A| 20 = A lis
a triangular matrix.
(x) A is scalar matrix — A~ is scalar matrix.
(xi) A is diagonal matrix — A~! is diagonal
matrix.
(xii) AB=AC =B =C, iff |A| 0.

Solved Examples

2 3
Ex.21 Inverse matrix of {_4 5 } is -

112 3 112 4
(A)_§{4 2} (B) - 5{3 2}
112 3 2 3
© 5{4 2} (D) {4 2}

Sol. Let the given matrix is A, then |A|

, 2 4 [2 3
andade={ } =

-8

3 2 4 2

L 112 3
A —lAl adJA—— g 4 2
Ans.[A]




Matrices

o 1 o 0 1 13 3
Ex.22 If A = {2 ) 0}, B = |1 0| and Ex24IfA=|" 4 3| thenverifythatAadjA=|A|L
- 13 4
1 1
M = AB, then M~ is equal to - Also find A™!
2 _o 173 1/3 Sol. We have |[A|=1(16-9)-3(4-3)+3(3-4)
(A) {2 1} ( {—1/3 1/6} =120
0 {1/3 —1/3} {1/3 —1/3} NowA, =7,A,=-1LA;=-1,A,,=-3,
173 1/6 -1/3 1/6 A22=1,A23=0,A31 =—3,A32=0,A33=l
o 1 211 Y 11 2 7o-3 -3
SOLM=1, 5 o[ 0=]5 » ThereforeadjA=|-1 1 0
1 1 -1 0 1
: 2 2 13 37 -3 -3
|M|=6’adJM={2 1} 14 3[-1 1 0
Now A(adj A) = -
L[z 2] _[us -3 13 4]-1 0 1
~MT =l 1 T s e [7-3-3 —3+340 —3+0+3
_|7-4-3 -3+4+0 -3+0+3
Ans.[C] 7-3-4 —343+0 —34+0+4
1 _tane/2 100 100
Ex.23 1 iane/2 1 =0 T 0l —()|0 T Ol aLT
p 00 1 00 1
1 tan0/2| . -
{—tanelz 1 }1sequa1to- 7 -3 -3
a0 L 1-1 10
sin@ —cos® cos® sin® AlsoAlmadJA=? 1 0 1
cosO sin6 —sin® cos6
cos® -—sind 7o-3 -3
Sl sl (D) None of these _|-1 1 0
] -1 0 1
1 tano /2|
Sol. i 2 3 )
—tan@/2 1 Ex.25 Show that the matrix A= |, , | satisfies the
_ 1 { 1 —tan®/ 2} equation A2—4A+1= 0, where I is 2 x 2 identity
- 2
sec”6/2 [tan6/2 1 matrix and O is 2 x 2 zero matrix. Using the equation,
1
- Product = <oc20/2 findA™.
2 3|12 3 7 12
1 —tan6/2 1 —tan6/2 Sol. Wehave AZ=AA=|, ||, 5[=|,4 -
tan@ /2 1 tan6/2 1 7 12 8 12 10
1 [1-tan?e/2 -2tane/2 HCHCCA2—4A+I=L 7}—{4 8}{0 1}
"~ sec?0/2| 2tanB/2 1-tan?6/2 {o o}
_|cos?0/2-sin?0/2 -2sinB/2 cosB/2 “lo 0] 70
| 2sinB/2 cosB/2 cos?6/2-sin?6/2 Now A2—4A+1=0
_ {COS" ‘S‘”G} Therefore AA—4A=—1
sin@ cos6 o
or AA(A)—4AA"=—TA"! (Post multiplying
Ans.[C]

by A~ because |A| = 0)




Matrices

or AAAT) —dI=—AT
or AI-4I=-A"!

L 4 0] [23] [2 -3
or AT=4I-A=1g 4]~ |1 2|7 |1 2

2 -3
-1 —
Hence A {_1 ° }

Ex.26 For two non-singular matrices A & B, show that

adj (AB) = (adj B) (adj A)

Sol. We have (AB) (adj (AB)) =|AB| I, =|A| [B|1,

Al (AB)(adj (AB)) = |A| B| A"

1
=Badj (AB)=[BladjA (- A =] adjA)
— B! B adj (AB)=|B| B! adj A
= adj (AB) = (adjB) (adj A)

SYSTEM OF LINEAR SIMULTANEOUS '

EQUATIONS

Consider the system of linear non—homogeneous
simultaneous equations in three unknowns x, y
and z, givenby a x+by+cz=d,ax+by+
cz=d,andax+by +cz=d,,

Matrix Method of Solution

a; by cy X d4
Let A=|az by c2 |, X=|Y|, B=|d
as bs c3 z ds
It can be shown that AX =B
Then X=A"1B

(a) A#0, then A'exists and hence AX =B
= A'(AX)=A'B = x=A1'B
and therefore unique values of x,y and z are
obtained .

(b) Wehave AX=B = ((adjA)A) X =
(adjA)B = AX=(adjA)B.

If A=0,then AX=0,  , zeromatrix of order
3x1.Nowif (adjA) B=0, then the system
AX =B has infinitely many solution, else no
solution .

Remember

A system of equation is called consistent if it has
aleast one solution. If the system has no solution,
then it is called inconsistent.

X
Sol.Let A=|2 1 3|, X=|Y|and B=|19
z

Solved Examples

Ex.27 Solve the following equations by matrix method.

5x+3y+z=16
2x+y+3z=19
Xx+2y+4z=25

5 3 1 16

1 2 4 25
Then the matrix equation of the given system of

equations becomes, AX=B.
5 3 1

Now |A]=|2 1 3|=54-6)-3(8-3)
1 2 4

+1(@4-1)=-22+0.

Hence A is non-negative. Therefore the given
system of equations will have the unique solution
givenby X=A"B.

Let C be the matrix whose elements are the
solutions of the corresponding elements of A , then

2 -5 3
C=|-10 19 -7
8 -13 -1
-2 10 8
adjA=C'=|-5 19 -13
3 -7 -1
4 A 1 (-2 -5 3
oar=29A 1 0 19 -7
- A |A| -22
| 8 13 1
2 10 _8 |
2 22 22
_ 5 19 13
= 22 2 22
_3 7 1
2 22 22 |
2 10 _8
2 22 22|16 1
5 19 13
X=A"'"B=| 25 "2 22 19| =12
_3 7 1 25 5
22 22 22
X 1
y| =12
z 5




